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What do people expect from AI in 

medicine?



https://www.nytimes.com/2019/05/20/health/cancer-artificial-intelligence-ct-scans.html
https://www.medicalnewstoday.com/articles/325750.php

https://www.nytimes.com/2019/05/20/health/cancer-artificial-intelligence-ct-scans.html
https://www.medicalnewstoday.com/articles/325750.php


https://venturebeat.com/2018/10/12/google-ai-claims-99-accuracy-in-metastatic-breast-cancer-detection/
https://venturebeat.com/2019/05/20/googles-lung-cancer-detection-ai-outperforms-6-human-radiologists/

https://www.nytimes.com/2019/05/20/health/cancer-artificial-intelligence-ct-scans.html
https://www.nytimes.com/2019/05/20/health/cancer-artificial-intelligence-ct-scans.html


https://www.forbes.com/sites/charlestowersclark/2019/04/30/the-cutting-edge-of-ai-cancer-detection/
https://ai.googleblog.com/2016/11/deep-learning-for-detection-of-diabetic.html

https://www.nytimes.com/2019/05/20/health/cancer-artificial-intelligence-ct-scans.html
https://www.nytimes.com/2019/05/20/health/cancer-artificial-intelligence-ct-scans.html


https://www.wired.co.uk/article/ibm-watson-medical-doctor
https://www.forbes.com/sites/bruceupbin/2011/05/25/ibms-watson-now-a-second-year-med-student/

https://www.nytimes.com/2019/05/20/health/cancer-artificial-intelligence-ct-scans.html
https://www.nytimes.com/2019/05/20/health/cancer-artificial-intelligence-ct-scans.html


https://www.bloomberg.com/opinion/articles/2018-08-24/ibm-s-watson-failed-against-cancer-but-a-i-still-has-promise
https://spectrum.ieee.org/biomedical/diagnostics/how-ibm-watson-overpromised-and-underdelivered-on-ai-health-care

https://www.nytimes.com/2019/05/20/health/cancer-artificial-intelligence-ct-scans.html
https://www.nytimes.com/2019/05/20/health/cancer-artificial-intelligence-ct-scans.html


What is a current state of AI?





http://playground.tensorflow.org/



https://developer.nvidia.com/discover/convolutional-neural-network

https://developer.nvidia.com/discover/convolutional-neural-network


Allows to process different types of data

0.1 0.1 0.3 … 0.1 0.5 0.9

The cat lives in the city.

The tiger lives in the forest.

Audio

Image / Video

Text

Embeddings



Making Predictions with Sequences: https://machinelearningmastery.com/sequence-prediction/

Allows to process time series / sequences

https://machinelearningmastery.com/sequence-prediction/


Allows to combine different inputs

https://news.developer.nvidia.com/satellite-images-help-track-a-vehicle/

https://news.developer.nvidia.com/satellite-images-help-track-a-vehicle/


How do Transformers work?: https://huggingface.co/learn/nlp-course/chapter1/4
Image Super-Resolution: An Overview of the Current State of Research: https://towardsdatascience.com/image-super-resolution-an-overview-of-the-current-state-of-research-94294a77ed5a
Scaling up GANs for Text-to-Image Synthesis: https://mingukkang.github.io/GigaGAN/ 

Self-supervised learning / learning from structure of the data

Improve image resolution

Text to image / image to text

Predict next word
(causal language modelling)

Predict masked word
(masked language modelling)

https://huggingface.co/learn/nlp-course/chapter1/4
https://towardsdatascience.com/image-super-resolution-an-overview-of-the-current-state-of-research-94294a77ed5a
https://mingukkang.github.io/GigaGAN/


Better Language Models and Their Implications: https://openai.com/blog/better-language-models/#sample1
GPT-2: 1.5B Release: https://openai.com/blog/gpt-2-1-5b-release/ 
New AI fake text generator may be too dangerous to release, say creators: https://www.theguardian.com/technology/2019/feb/14/elon-musk-backed-ai-writes-convincing-news-fiction 
OpenAI built a text generator so good, it’s considered too dangerous to release: https://techcrunch.com/2019/02/17/openai-text-generator-dangerous/ 
The AI Text Generator That's Too Dangerous to Make Public: https://www.wired.com/story/ai-text-generator-too-dangerous-to-make-public/ 

AI writes fake news (2019)

https://openai.com/blog/better-language-models/
https://openai.com/blog/gpt-2-1-5b-release/
https://www.theguardian.com/technology/2019/feb/14/elon-musk-backed-ai-writes-convincing-news-fiction
https://techcrunch.com/2019/02/17/openai-text-generator-dangerous/
https://www.wired.com/story/ai-text-generator-too-dangerous-to-make-public/


Large Language Models: ChatGPT is not the only one…

A Survey of Large Language Models (2023): https://arxiv.org/pdf/2303.18223.pdf
A Survey Of Large Language Models (Kaggle): https://www.kaggle.com/general/400499
Deploying Large NLP Models: Infrastructure Cost Optimization: https://neptune.ai/blog/nlp-models-infrastructure-cost-optimization
Train and deploy large language models on Amazon SageMaker: https://d1.awsstatic.com/events/Summits/reinvent2022/AIM405_Train-and-deploy-large-language-models-on-Amazon-SageMaker.pdf

https://arxiv.org/pdf/2303.18223.pdf
https://www.kaggle.com/general/400499
https://neptune.ai/blog/nlp-models-infrastructure-cost-optimization
https://d1.awsstatic.com/events/Summits/reinvent2022/AIM405_Train-and-deploy-large-language-models-on-Amazon-SageMaker.pdf


How Large Language Models generate text?

How to generate text: using different decoding methods for language generation with Transformers: https://huggingface.co/blog/how-to-generate
How GPT3 Works - Visualizations and Animations: http://jalammar.github.io/how-gpt3-works-visualizations-animations/

https://huggingface.co/blog/how-to-generate
http://jalammar.github.io/how-gpt3-works-visualizations-animations/


Foundation Models and multimodal transformers

What Is a Transformer Model? https://blogs.nvidia.com/blog/2022/03/25/what-is-a-transformer-model/

https://blogs.nvidia.com/blog/2022/03/25/what-is-a-transformer-model/


GitHub Copilot: https://github.com/features/copilot
Durable: https://durable.co
Tome: https://tome.app
Upscale.media: https://www.upscale.media 
beatoven.ai: https://www.beatoven.ai
Profile Pic Maker: https://pfpmaker.com
Resume Studio: https://resumestudio.careers
WatermarkRemover.io: https://www.watermarkremover.io
AutoDraw: https://www.autodraw.com
Midjourney: https://www.midjourney.com

https://github.com/features/copilot
https://durable.co/
https://tome.app/
https://www.upscale.media/
https://www.beatoven.ai/
https://pfpmaker.com/
https://resumestudio.careers/
https://www.watermarkremover.io/
https://www.autodraw.com/
https://www.midjourney.com/


Artificial Capable Intelligence 
(ACI)

Is AI already as smart as we are?

Artificial Narrow Intelligence 
(ANI), aka Machine 

Learning/Deep Learning

Artificial General Intelligence 
(AGI)

Artificial Super Intelligence 
(ASI)

Mustafa Suleyman: My new Turing test would see if AI can make $1 million: https://www.technologyreview.com/2023/07/14/1076296/mustafa-suleyman-my-new-turing-test-would-see-if-ai-can-make-1-million/ 

https://www.technologyreview.com/2023/07/14/1076296/mustafa-suleyman-my-new-turing-test-would-see-if-ai-can-make-1-million/


Meta’s AI chief doesn’t think AI super intelligence is coming anytime soon, and is skeptical on quantum computing: https://www.cnbc.com/2023/12/03/meta-ai-chief-yann-lecun-skeptical-about-agi-quantum-computing.html 
AI pioneer Fei-Fei Li: ‘I’m more concerned about the risks that are here and now’: https://www.theguardian.com/technology/2023/nov/05/ai-pioneer-fei-fei-li-im-more-concerned-about-the-risks-that-are-here-and-now
Bill Gates does not expect GPT-5 to be much better than GPT-4: https://the-decoder.com/bill-gates-does-not-expect-gpt-5-to-be-much-better-than-gpt-4/

https://www.cnbc.com/2023/12/03/meta-ai-chief-yann-lecun-skeptical-about-agi-quantum-computing.html
https://www.theguardian.com/technology/2023/nov/05/ai-pioneer-fei-fei-li-im-more-concerned-about-the-risks-that-are-here-and-now
https://the-decoder.com/bill-gates-does-not-expect-gpt-5-to-be-much-better-than-gpt-4/


CheXagent: Towards a Foundation Model for Chest X-Ray Interpretation : https://arxiv.org/pdf/2401.12208.pdf

https://arxiv.org/pdf/2401.12208.pdf


What are good uses of Large Language Models (LLMs)?

1. Content Generation

ü Generating first draft of content:
• There is no single right answer
• It is easier to choose from options, than start from 

blank page
• Similar content was generated in the past
• It is acceptable if the result is not factually correct

ü Agentic flows:
• Prompt Engineering + Workflow + Roles
• Examples: CrewAI, AutoGen, Agentic Teams

2. Search / QnA

ü Advanced semantic search:
•  RAG - Retrieval Augmented Generation

ü AI Experts / Targeted GPTs:
• Fine-tuned models or advanced RAG configurations

3. Language Processing

ü LLM is parsing unstructured input:
• The list of entities / values is extracted
• The result is used by rule-based or ML / DL approach

ü LLM is extracting complex features:
• The result is used by ML / DL model
• The model can be fine-tuned on specific task, adding 

classification head

Examples:
§ Crawling web pages to extract required information / 

generate summaries
§ Generating SQL queries based on user prompt and 

DB schema description in documentation
§ Generating UI form flow based on user free text 

description

Examples:
§ Use existing Knowledge Base / documentation to 

answer user queries
§ Answer questions about specific document

Examples:
§ User intent classification in a chatbot
§ Automated document / e-mail processing
§ Information extraction from documents – agentic 

flow with dynamic prompt engineering

Potential Issues
❗ Hallucinations
❗ Biases from data seen during training
❗ Slow response times
❗ Large (potentially uncontrolled) cost, when using 3rd party models
❗ Strict dependency on 3rd party service provider
❗ Data is sent to 3rd party service provider (if not using self-hosted small language models)



2. ML / Deep Learning – statistical learning approach

0.45 (45% probability)

>= 0.5

< 0.5

1. Rule-based – algorithmic approach

Rules

3. Large Language Model – Generative AI approach

Text answer

Good when:
ü Expert knowledge is available
ü Rules are known and can be implemented
Pros:
+ Deterministic – the outcome is always known
+ The output is machine readable
+ Can be implemented by software developers
+ Do not require historical data
Cons:
− Domain expert needs to define rules
− Rules need maintenance / updates
− Maintenance gets hard as the number of rules grows

Good when:
ü Historical data on which the model can be trained is available
Pros:
+ Deterministic
+ The output is machine readable
+ The model detects “rules” automatically from historical data
+ Easy to update in the future – retrain the model on new data (with 

Deep Learning and AutoML)
+ The model returns probabilities what allows to fine-tune strategies of 

how to handle predictions, when integrating into business process
Cons:
− Typically requires large labeled datasets to train (for Deep Learning)
− Resulting model is typically a black box, and requires thorough 

statistical evaluation 

Good when:
ü No previous data on which the model can be trained / 

validated is available
Pros:
+ The model relies on "knowledge" that LLM had learnt from 

massive datasets during pre-training / fine-tuning
+ Easy to invoke - ask questions in natural language
+ Easy to integrate - invoke as Service Web API
Cons:
− Validating the output is mandatory
− The output is hard to evaluate
− Strict dependency (coupling) with service provider
− The output is non-deterministic (similar query can produce 

very different output

  
⚠
☑

⚠
☑

⚠
☑

👤  

AI is not only Large Language Models (LLMs)



Applications for medical imagery



or



1. Image Classification



Scenarios:
1. Assign image (part of image) to a class:

– good/bad
– diagnosis 1/2/3

2. Give probabilities/confidence scores to predictions



2. Image Segmentation



Mask R-CNN: https://arxiv.org/abs/1703.06870
A Brief History of CNNs in Image Segmentation: From R-CNN to Mask R-CNN:
https://blog.athelas.com/a-brief-history-of-cnns-in-image-segmentation-from-r-cnn-to-mask-r-cnn-34ea83205de4

Scenarios:
1. Segment image into regions, so it is easier to analyze
2. Highlight segments that require attention (for example, with specific disease)

https://arxiv.org/abs/1703.06870
https://blog.athelas.com/a-brief-history-of-cnns-in-image-segmentation-from-r-cnn-to-mask-r-cnn-34ea83205de4


3. Autoencoders



Comprehensive Introduction to Autoencoders: https://towardsdatascience.com/generating-images-with-autoencoders-77fd3a8dd368

Scenarios:
1. Train on good cases => detect bad cases
2. Train on specific bad cases => detect if the case is from this category
3. Train on common cases => detect anomalies/rare cases

https://towardsdatascience.com/generating-images-with-autoencoders-77fd3a8dd368


4. Ensembles/multi-input models



Scenarios:
1. Combine medical imagery with other data sources (medical records, results of tests, etc.)
2. Get insights from large data volumes, where correlations are not clear

https://news.developer.nvidia.com/satellite-images-help-track-a-vehicle/

https://news.developer.nvidia.com/satellite-images-help-track-a-vehicle/


5. Models on sequential data



Making Predictions with Sequences: https://machinelearningmastery.com/sequence-prediction/

Scenarios:
1. Classification of sequential data (for example, multiple medical images, or test results)
2. Predict treatment outcome
3. Predict future development of disease – how medical images or test results in the future will look

https://machinelearningmastery.com/sequence-prediction/


Examples from real projects



Melanoma Detection
In collaboration with Riga Technical University and University of Latvia

The system uses 550nm, 650nm and 950nm LEDs 
for diffuse reflectance imaging

NEVUS MELANOMA

l=540nm

l=650nm

l=950nm

p’ map p’ map



Microorganisms Growth Analysis
In collaboration with Riga Technical University and University of Latvia

No bacteria With bacteria



Endometrioma Detection in Loparoscopic Surgery
In collaboration with Riga Technical University

Endo-Peritoneum 

Endo-Ovarian 

The goal is to provide real-time/near real-time aid/suggestions to surgeons during the surgery.

Dataset included labels for Object Detection (Fig. A) and Segmentation (Fig. B) tasks. Two sets of experiments were conducted to train the best model on available data, to perform 
detection (9 classes) and segmentation (3 classes) of objects on images.

Figure A. Example of the object detection task annotation of the peritoneum endometrioma Figure B. Example of the Segmentation task annotation of the ovarian endometrioma

Note: Due to privacy restrictions visualizations above (Fig A, B) come not from actual dataset used during the research, but from similar public dataset.



Detecting disease progression based on retina OCT scan
(Optical Coherence Tomography Analysis)
In collaboration with University Hospital of Zürich

2. Crop middle part to handle different scan angles 3. Augment image to increase dataset and avoid overfitting 
(training dataset only)

Detecting conversion to exudative neovascular age-related macular degeneration using machine learning: https://iovs.arvojournals.org/article.aspx?articleid=2774002 

1. Pick 20 b-scans from OCT volume

https://iovs.arvojournals.org/article.aspx?articleid=2774002


Detecting disease progression based on retina OCT scan
In collaboration with University Hospital of Zürich

Deep Convolutional Neural Network is applied to 
each b-scan individually to extract vectors of 512 
features describing the image

Classification network outputs a number from 0 to 
1, that represents probabilty of predicted class 
being conversed (1) or non-coversed (0)

Global Max Pooling is applied on these vectors to 
extract the most prominent features

Detecting conversion to exudative neovascular age-related macular degeneration using machine learning: https://iovs.arvojournals.org/article.aspx?articleid=2774002 

https://iovs.arvojournals.org/article.aspx?articleid=2774002


Detecting disease progression based on retina OCT scan
In collaboration with University Hospital of Zürich

Using saliency maps to explain model predictions

Wrong prediction

Correct prediction



Detect Spontaneous Venous Pulsations based on RVA videos
In collaboration with University Hospital of Zürich

ORIGINAL PROCESSED BY AI

First Zurich Machine Intelligence in Clinical Neuroscience Symposium: https://micnlab.com/symposium2021/
Dr. Timothy Hamann - At the Pulse of Time: Machine Vision in Retinal Videos: https://www.youtube.com/watch?v=MqqRNjXplYU 

https://micnlab.com/symposium2021/
https://www.youtube.com/watch?v=MqqRNjXplYU


Multi-channel forecasting for parametric insurance
NDVI forecasting (Normalized Difference Vegetation Index)

temp

subsoil moist.

ndvi

spec. humidity

precip.

pressure

soil moist.

ndvi

history                                                                                                               forecast

x24 months x12 months

Deep Learning



Why implementing AI in medicine is not

that easy? 



1. AI relies on data…

…and data is not always of a good quality



https://onlinelibrary.wiley.com/doi/epdf/10.1002/cncr.28617
https://qz.com/1367177/if-ai-is-going-to-be-the-worlds-doctor-it-needs-better-textbooks/

https://onlinelibrary.wiley.com/doi/epdf/10.1002/cncr.28617
https://qz.com/1367177/if-ai-is-going-to-be-the-worlds-doctor-it-needs-better-textbooks/


http://www.cs.toronto.edu/~kfraser/Fraser15-JAD.pdf
https://qz.com/1367177/if-ai-is-going-to-be-the-worlds-doctor-it-needs-better-textbooks/

http://www.cs.toronto.edu/~kfraser/Fraser15-JAD.pdf
https://qz.com/1367177/if-ai-is-going-to-be-the-worlds-doctor-it-needs-better-textbooks/


2. Modern AI is a black box…



Explainable Artificial Intelligence (XAI), David Gunning, DARPA/I20, Nov 2017: https://www.darpa.mil/attachments/XAIProgramUpdate.pdf 

https://www.darpa.mil/attachments/XAIProgramUpdate.pdf




https://www.microsoft.com/en-us/research/wp-content/uploads/2017/06/KDD2015FinalDraftIntelligibleModels4HealthCare_igt143e-caruanaA.pdf
https://www.microsoft.com/en-us/research/publication/intelligible-models-healthcare-predicting-pneumonia-risk-hospital-30-day-readmission/ 

https://www.microsoft.com/en-us/research/wp-content/uploads/2017/06/KDD2015FinalDraftIntelligibleModels4HealthCare_igt143e-caruanaA.pdf
https://www.microsoft.com/en-us/research/publication/intelligible-models-healthcare-predicting-pneumonia-risk-hospital-30-day-readmission/


Neural correlates of interspecies perspective taking in the post-mortem Atlantic Salmon: An argument for multiple comparisons correction:
by Craig M. Bennett , Abigail A. Baird , Michael B. Miller , George L. Wolford http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.161.8384

http://citeseerx.ist.psu.edu/viewdoc/summary?doi=10.1.1.161.8384


AI for radiographic COVID-19 detection selects shortcuts over signal (2021): https://www.nature.com/articles/s42256-021-00338-7

https://www.nature.com/articles/s42256-021-00338-7


3. Accuracy % are impressive, but when AI 

is wrong it looks stupid to experts…





True class is NOT Normal, but Normal was predicted with probability > 70%

Examples where something went terribly wrong



Show and Tell: A Neural Image Caption Generator, O. Vinyals, A. Toshev, S. Bengio, D. Erhan, 2015: http://arxiv.org/abs/1411.4555v2

https://arxiv.org/abs/1411.4555v2


Accelerating innovation and powering new experiences with AI: https://code.facebook.com/posts/310100219388873/accelerating-innovation-and-powering-new-experiences-with-ai/
CS231n: Convolutional Neural Networks for Visual Recognition, Lecture 10: Recurrent Neural Networks: http://cs231n.stanford.edu/slides/winter1516_lecture10.pdf

https://code.facebook.com/posts/310100219388873/accelerating-innovation-and-powering-new-experiences-with-ai/
http://cs231n.stanford.edu/slides/winter1516_lecture10.pdf


Visualizing predictions
True class - DRUSEN
Predicted probabilities:

– CNV: 0.083
– DME: 0.146
– DRUSEN: 0.209
– NORMAL: 0.562

True class - NORMAL
Predicted probabilities:

– CNV: 0.015
– DME: 0.052
– DRUSEN: 0.055
– NORMAL: 0.878



Key takeaways



Key takeaways

1. AI will not replace doctors in near future

2. Real applications of AI in medicine:
– Medical Administration – claims, billing, fraud detection, audit
– Decision Support – aggregating data, finding similar cases
– Generating New Insights – discover unknown correlations in medical data
– Self-Service Diagnostics
– Image Analysis:

• Pre-processing images (segmentation, classification, find anomalies)
• AI as a “second opinion”
• AI controlling that formal procedures are followed accurately
• Predictive maintenance for medical devices

3. Remember about “not alive” Atlantic Salmon and COVID patient “pose from RTG”



Slides: https://link.makingaireal.com/rsu2024 

https://link.makingaireal.com/rsu2024

